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NLU studies the connection between machine perception and
anguages

Programming computers to fruitfully process large natural
anguage corpora
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Impact of NLU
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Microsoft to Deepen OpenAl Partnership, Invest Billions in ChatGPT
Creator

Software giant to expand use of artificial intelligence in its products



Summarization in ChatGPT

SmartData

Request/Question

Action/Answer

Interpretation




Summarization in ChatGPT

SmartData

Request/Question

b 8

, Action/Answer
€

(
USER EXPECTATION:
e Concise
* Informative
* Not redundant
\_ J

Interpretation



s 'ﬁ"{ Y, Politecnico

Text summarization in a nutshell (s

Y di Torino

SmartData@PoliTO

UN

SmartData

what's the goal of automated text summarization?

The goal of automated text summarization is to condense a large amount of text into a
shorter, more concise version while still retaining the most important information and main

ideas. This can be useful for tasks such as summarizing news articles, legal documents, or

other lengthy texts in order to quickly understand their main points.

https://openai.com/blog/chatgpt/
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« Content curation

« Accessibility
 E-learning
 Business Intelligence
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Attention Is All You Need

Please extract salient phrases from the paper "Attention is all you need”

“self-attention mechanisms”

“weigh the importance of each word"

“handle longer sentences and larger input texts"
“improve its performance”

“parallel computing”

“speed up the training process”
“state-of-the-art results”

“machine translation benchmarks"

ly used in other natural language proce
“capture long-range dependencies”

“handle large context”

te that these are a few of the salient phrases in the paper, and that the paper covers

many other details and experiments. These phrases are meant to give a general idea of the

main contributions of the paper.

Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob Uszkoreit, Llion Jones, Aidan N. Gomez, Lukasz Kaiser, lllia Polosukhin

The dominant sequence transduction models are based on complex recurrent or convolutional neural networks in an encoder-decoder configuration. The best performing models also connect the encoder and decoder through an attention mechanism. We propose a
new simple network architecture, the Transformer. based solely on attention mechanisms, dispensing with recurrence and convolutions entirely. Experiments on two machine translation tasks show these models to be superior in quality while being more

parallelizable and requiring significantly less time to train. Our model achieves 28.4 BLEU on the WIMT 2014 English-to-German translation task, improving over the existing best results, including ensembles by over 2 BLEU. On the WIMT 2014 English-to-French
translation task, our model establishes a new single-model state-of-the-art BLEU score of 41.8 after training for 3.5 days on eight GPUs, a small fraction of the training costs of the best models from the literature. We show that the Transformer generalizes well to
other tasks by applying it successfully to English constituency parsing both with large and limited training data.
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Attention Is All You Need

Please summarize the paper "Attention is all you need”

The paper "Attention is all you need” proposes a new model for neural machine translation
called the Transformer. The Transformer model uses self-attention mechanisms to weigh the

importance of each word in the input sentence when generating the output sentence. This

allows the model to effectively handle longer sentences and larger input texts, improving its

performance compared to previous models. The paper also uses parallel computing to
speed up the training process, making it more efficient. The Transformer model achieved
state-of-the-art results on several machine translation benchmarks and has since been

widely used in other natural language processing tasks.

Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob Uszkoreit, Llion Jones, Aidan N. Gomez, Lukasz Kaiser, lllia Polosukhin

The dominant sequence transduction models are based on complex recurrent or convolutional neural networks in an encoder-decoder configuration. The best performing models also connect the encoder and decoder through an attention mechanism. We propose a
new simple network architecture, the Transformer, based solely on attention mechanisms, dispensing with recurrence and convelutions entirely. Experiments on two machine translation tasks show these models to be superior in quality while being more
parallelizable and requiring significantly less time to train. Our model achieves 28.4 BLEU on the WMT 2014 English-to-German translation task, improving over the existing best results. including ensembles by over 2 BLEU. On the WT 2014 English-to-French
translation task, our model establishes a new single-model state-of-the-art BLEU score of 41.8 after training for 3.5 days on eight GPUs, a small fraction of the training costs of the best models from the literature. We show that the Transformer generalizes well to
other tasks by applying it successfully to English constituency parsing both with large and limited training data.
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Please explain me the goal of text summarization in French

Le but de la résumé automatisé de texte est de condenser un grand texte en une version

plus courte et plus concise, tout en conservant les informations les plus importantes et les

idées principales. Cela peut étre utile pour des tiches telles que le résumé d'articles de

presse, de documents juridiques ou d'autres textes longs afin de comprendre rapidement

leurs points principaux.

Attention Is All You Need
Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob Uszkoreit, Llion Jones, Aidan N. Gomez, Lukasz Kaiser, lllia Polosukhin

The dominant sequence transduction models are based on complex recurrent or convolutional neural networks in an encoder-decoder configuration. The best performing models also connect the encoder and decoder through an attention mechanism. We propose a
new simple network architecture, the Transformer, based solely on attention mechanisms, dispensing with recurrence and convelutions entirely. Experiments on two machine translation tasks show these models to be superior in quality while being more
parallelizable and requiring significantly less time to train. Our model achieves 28.4 BLEU on the WMT 2014 English-to-German translation task, improving over the existing best results. including ensembles by over 2 BLEU. On the WT 2014 English-to-French
translation task, our model establishes a new single-model state-of-the-art BLEU score of 41.8 after training for 3.5 days on eight GPUs, a small fraction of the training costs of the best models from the literature. We show that the Transformer generalizes well to
other tasks by applying it successfully to English constituency parsing both with large and limited training data.

13 https://openai.com/blog/chatgpt/
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Plese summarize now the content of the paper "Attention is all you need” to a Al expert Please summarize the paper "Attention is all you need"

The paper "Attention is all you need” presents a new architecture for neural machine . . . .
pap : P The paper "Attention is all you need" proposes a new model for neural machine translation

transla . the Transformer, which utilizes self-attention mechanisms to weigh the : : .
called the Transformer. The Transformer model uses self-attention mechanisms to weigh the

importance of words in 'nzGl senwences when generauny ot ~itout sentence. This allows : _ : : X :

. — e importance of each word in the input sentence when generating the output sentence. This
the ~uael to handle longer sentences and larger input texts more effectively, reselting in e _ _ -
: - : : : allows the model to ctively hand er sentences and larger input texts, improving its
improved performance compared to previous models. The authors also introduce paralle: : -
: _ , : : erformance compared to previous models. The paper also uses parallel computing to
computing to speed up the training process. The Transformer model achieved state-of-the- P P prev pap P P 9
: . . . : speed up the traini cess, making i efficient. ansf B B ieve
art results on several machine translation benchmarks and has since been widely adopted in speed up the training process, making it more efficient. The Transformer model achieved

other NLP tasks due to its ability to capture long-range dependencies and handle large state-of-the-art results on several machine translation benchmarks and has since been

e widely used in other natural language pr g tasks.

Attention Is All You Need
Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob Uszkoreit, Llion Jones, Aidan N. Gomez, Lukasz Kaiser, lllia Polosukhin

The dominant sequence transduction models are based on complex recurrent or convolutional neural networks in an encoder-decoder configuration. The best performing models also connect the encoder and decoder through an attention mechanism. We propose a
new simple network architecture, the Transformer, based solely on attention mechanisms, dispensing with recurrence and convelutions entirely. Experiments on two machine translation tasks show these models to be superior in quality while being more
parallelizable and requiring significantly less time to train. Our model achieves 28.4 BLEU on the WMT 2014 English-to-German translation task, improving over the existing best results. including ensembles by over 2 BLEU. On the WT 2014 English-to-French
translation task, our model establishes a new single-model state-of-the-art BLEU score of 41.8 after training for 3.5 days on eight GPUs, a small fraction of the training costs of the best models from the literature. We show that the Transformer generalizes well to
other tasks by applying it successfully to English constituency parsing both with large and limited training data.

14 https://openai.com/blog/chatgpt/
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1st ASPECT

2"d ASPECT

Describe the evaluation process of a text summarization from both qualitative and
quantitative perspectives

Evaluating the performance of text summarization models can be done from both a

qualitative and a quantitative perspective.

From a qualitative perspective, the summary can be evaluated by a human evaluator for its

grammatical correctness, fluency, relevance, and coherence. The evaluator can also check if

the summary captures the main ideas of the original text and if it is able to convey the

meaning of the text in a shorter form.

From a quantitative perspective, there are several metrics that can be used to evaluate the
performance of text summarization models. Some of the most commonly used metrics

include:

ROUGE: Recall-Oriented Understudy for Gisting Evaluation, which compares the n-grams
{word sequences) of the summary and the reference summary, and calculates a score
based on the number of overlapping n-grams.

METEOR: METric for Evaluation of Translation with Explicit ORdering, which is a modified
version of ROUGE that also takes into account synonyms and paraphrases.

BLEU: Bilingual Evaluation Understudy, which is similar to ROUGE, but also takes into
account the order of the words in the summary and reference summary.

CIDEr: Consensus-Based Image Description Evaluation, which is a more advanced metric
that takes into account not only the n-grams but also the semantics of the summary and

reference summa ry.

The most common approach is to use a combination of both qualitative and quantitative

evaluation to get a comprehensive understanding of the model performance.

-
R

Politecnico

SmartData@PoliTO

UN

SmartData




State-of-the-art approaches

. Yy Politecnico

JA A

ey di Torino

[
-\ PL .
= g e SmartData@PoliTO

UN

SmartData

Based on Deep Learning

Leverage Sequence-to-Sequence Models

« As many other NLU applications
* E.g., Machine Translation, Question Answering, Text Style Transfer, etc.

Input
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- Unsupervised methods based on
* Clustering
* Graphs
* Pattern mining
* Integer Linear Programming
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- Before the advent of Deep Learning...

- Unsupervised methods based on
* Clustering dls!

* Graph mining dss3 d2sl
* Pattern mining
* Integer Linear Programming
([ ]
d5s=2
d2s2
d5sl
d2s3
d4sl
Edge Weights:
d3sl — 03.1.0]
d3s3 — E|E:t:
d3s2 —_— 0,01
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G. Erkan and D. Radev. Lexpagerank: Prestige in multi-document text summarization. In Proceedings of EMNLP 2004, 2004
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- Before the advent of Deep Learning...
- Unsupervised methods based on

. g'r‘ftﬁr:;‘% - Gener Diseas (0.778)
- ph mining Diseas Disorder (0.774)

2 attern mining

 Integer Linear Programming Stem Cell (0.671) -
Stem Cell Esophag Tissue (0.215)

=

This treatment for a disease ...
This work covers different topics ...

20 Elena Baralis, Luca Cagliero, Alessandro Fiori, Paolo Garza. MWI-Sum: A Multilingual Summarizer Based on Frequent Weighted Itemsets. "
ACM Trans. Inf. Syst. 34(1): 5:1-5:35 (2015) /
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Before the advent of Deep Learning...
Unsupervised methods based on

Clustering

Graph mining

Pattern mining

Integer Linear Programming

G. Erkan and D. Radev. Lexpagerank: Prestige in multi-document text summarization. In Proceedings of EMNLP 2004, 2004
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- Before the advent of Deep Learning...
« Supervised methods based on selected features
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Feature extraction Classification

12

10

frequent semantic
semantic term
sentence certainly
sentence length
sentence position
numerical data
proper noun

tematic word
keywords
title word

y
22 « P. Widyassari, S. Rustad, G. F. Shidik et al., Review of automatic text summarization techniques & methods https://doi.org/10.1016/j.jksuci.2020.05.006 - /
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Inference of semantic text relations by leveraging the inherent text structure

Context words
(latter)

Context words

(former) Target word

"I found a wonderful restaurant yesterday!”

Looks like they have
a similar meaning

"I found a fantastic restaurant yesterday!”

Efficient estimation of word representations in vector space. T Mikolov, K Chen, G Corrado, J Dean. ICLR (Workshop Poster) 2013
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« From supervised to self-supervised
-« BERT pretraining

I am going to work

T T

Language model

Tor T T

I <M> going <M> work

24 BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding. Jacob Devlin Ming-Wei Chang Kenton Lee Kristina Toutanova.
NAACI -HI T 2019
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« From supervised to self-supervised
« BERT pretraining

A B
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Input = [CL5] the man went to [MASK] store [SEFP| he bought a gallon [MASK] milk [SEP]
Label = IsNext

Input = [CLS] the man [MASK] to the store [SEP] penguin [MASK] are flight ##less birds [SEP]
Label = NotNext

25 BERT: Pre-training of Deep Bidirectional Transformers for Langua%eALérﬂdﬁ[s%aggi%g. Jacob Devlin Ming-Wei Chang Kenton Lee Kristina Toutanova.
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From supervised to self-supervised
BART pretraining

(AC._E.) (DE.ABC.) (C.DE.AB)

Token Masking  Sentence Permutation Document Rotation

2V
(A.c.e.) ) (aBc.DE.) <O (A_.D_E.)

Token Deletion Text Infilling

Mike Lewis, Yinhan Liu, Naman Goyal, Marjan Ghazvininejad, Abdelrahman Mohamed, Omer Levy, Veselin Stoyanov, Luke Zettlemoyer.
BART: Denoising Seauence-to-Seauence Pre-training for Natural l ancuacse Generation Translation and Combprehension
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« Fine-tuning of the pretrained model
« Sentence classification

« Given a sentence, BERT returns the most likely class label
 Label=True means that the sentence belongs to the summary

« Label=False otherwise Class
Label
= S
C )]
BERT
E[CLS] E, E, Ex
/ Q N\ / N\
[CLS] " Tok 1 Tok 2 Tok N

l

I

Single Sentence

27 BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding. Jacob Devlin Ming-Wei Chang Kenton Lee Kristina Toutanova.
NAACI -HI T 2019
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« Fine-tuning of the pretrained model

« Sentence similarity
* Given a pair of sentences, BERT returns the similarity score

=

Score

£ ™\

Feed Forward Neural Network

. J

T
BERT

/\

Sentence A Sentence B
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Sequence-to-sequence model for abstractive text summarization

Now also in Italian!

La Quatra & Cagliero, BART-IT: Italian pretraining for BART sequence to sequence model.
2023. https://doi.org/10.3390/fi15010015

Available at https://huggingface.co/spaces/morenolqg/italian-summarization

label

[ Pre-trained >::> Pre-trained
- Encoder . Decoder .
FE11t FEfifd
ABCDE <ss>SABCDE

29


https://doi.org/10.3390/fi15010015

Thanks for the attention!
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summarizing data always possible?

Summarizing data is not always possible, depending on the complexity and characteristics
the data. Some types of data, such as images or videos, might not be easily summarized,

and a more detailed analysis might be necessary.

Additionally, the effectiveness of summarization also depends on the specific task and the

desired level of information retention. For example, in some cases, a summary that retains

only the most important or salient information might be sufficient, while in other cases, a

more detailed summary might be
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