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Natural Language Understanding

• NLU studies the connection between machine perception and 
languages

• Programming computers to fruitfully process large natural 
language corpora
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Natural Language Understanding
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NLU applications
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Impact of NLU
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Summarization in ChatGPT
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Summarization in ChatGPT
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USER EXPECTATION:

• Concise

• Informative

• Not redundant



Text summarization in a nutshell

9 https://openai.com/blog/chatgpt/



Use cases

10

• Content curation

• Accessibility

• E-learning

• Business Intelligence

• …



Extractive vs. abstractive

11 https://openai.com/blog/chatgpt/



Extractive vs. abstractive

12 https://openai.com/blog/chatgpt/



Cross-lingual summarization

13 https://openai.com/blog/chatgpt/



Query-driven summarization

14 https://openai.com/blog/chatgpt/



Aspect-based summarization

15 https://openai.com/blog/chatgpt/

1st ASPECT

2nd ASPECT



State-of-the-art approaches

• Based on Deep Learning

• Leverage Sequence-to-Sequence Models

• As many other NLU applications 

• E.g., Machine Translation, Question Answering, Text Style Transfer, etc.
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One step back…

• Before the advent of Deep Learning...

• Unsupervised methods based on
• Clustering
• Graphs
• Pattern mining
• Integer Linear Programming
• …
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One step back…

• Before the advent of Deep Learning...

• Unsupervised methods based on
• Clustering
• Graph mining
• Pattern mining
• Integer Linear Programming
• …

20 Elena Baralis, Luca Cagliero, Alessandro Fiori, Paolo Garza. MWI-Sum: A Multilingual Summarizer Based on Frequent Weighted Itemsets. 

ACM Trans. Inf. Syst. 34(1): 5:1-5:35 (2015)

Words

Sentences

Document
clusters

Corpus

This treatment for a disease …
This is another treatment …

This work covers different topics …

Gener Diseas (0.778)
Diseas Disorder (0.774)
Stem Cell (0.671)
…
Stem Cell Esophag Tissue (0.215)
...
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One step back…

• Before the advent of Deep Learning...

• Supervised methods based on selected features

22 P. Widyassari, S. Rustad, G. F. Shidik et al., Review of automatic text summarization techniques & methods https://doi.org/10.1016/j.jksuci.2020.05.006



In the present day…

• Inference of semantic text relations by leveraging the inherent text structure

23 Efficient estimation of word representations in vector space. T Mikolov, K Chen, G Corrado, J Dean. ICLR (Workshop Poster) 2013



In the present day…

• From supervised to self-supervised

• BERT pretraining

24 BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding. Jacob Devlin Ming-Wei Chang Kenton Lee Kristina Toutanova. 
NAACL-HLT 2019
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In the present day…

• From supervised to self-supervised

• BART pretraining

26 Mike Lewis, Yinhan Liu, Naman Goyal, Marjan Ghazvininejad, Abdelrahman Mohamed, Omer Levy, Veselin Stoyanov, Luke Zettlemoyer. 
BART: Denoising Sequence-to-Sequence Pre-training for Natural Language Generation, Translation, and Comprehension. 



In the present day…

• Fine-tuning of the pretrained model

• Sentence classification

• Given a sentence, BERT returns the most likely class label

• Label=True  means that the sentence belongs to the summary

• Label=False otherwise

27 BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding. Jacob Devlin Ming-Wei Chang Kenton Lee Kristina Toutanova. 
NAACL-HLT 2019
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• Fine-tuning of the pretrained model

• Sentence similarity

• Given a pair of sentences, BERT returns the similarity score

In the present day…



Abstractive summarization
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• Sequence-to-sequence model for abstractive text summarization

• Now also in Italian!
• La Quatra & Cagliero, BART-IT: Italian pretraining for BART sequence to sequence model. 

2023. https://doi.org/10.3390/fi15010015

• Available at https://huggingface.co/spaces/morenolq/italian-summarization

https://doi.org/10.3390/fi15010015


Thanks for the attention!
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