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Input documents

● Trend and Risk Analysis documents mainly consist of Visually Rich Documents 

(VRDs)

○ Long documents integrating various types of visually rich elements such as 

paragraphs, tables, charts, diagrams, and photos

○ Common format: PDF files (natively digital or scanned)

○ Elements are essential for illustrating, explaining, and summarizing information
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Common VRD analysis
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● Key Information Extraction

○ identify and extract values based on predefined keys



Common VRD analysis
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● Entity Linking

○ identify the semantic correlations between document entities (parent-child 

relations)



Common VRD analysis
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● Visual Question Answering

○ answering questions posed in natural language based on the contextual 

information in VRDs



Common VRD analysis
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● Visual Question Answering + Summarization

○ answering questions in natural language based on contextual information in VRDs

○ Condense the returned information into a query-driven summary



Multimodal Summarization
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VRD sources



Classical LLMs
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● Model the generative likelihood of word sequences to predict the probability of future (or 

missing) tokens

○ Unsuited to Multimodal Content



Multimodal LLMs
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● Able to jointly reason obout textual and visual elements

○ Suited to VRDs

Multimodal reasoning using the Opensource LLM LLAvA



Multimodal LLMs
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● Able to jointly reason on textual and visual elements

○ Suited to VRDs

Image reasoning using the proprietary GPT4o



Multimodal LLMs
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● Able to jointly reason on textual and visual elements
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Image reasoning using the proprietary GPT4o



Known LLM issues
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● Bias 

● Hallucination 

● Temporal updates

● Math word problems

● Privacy of data exchanged with LLM providers

● …



Solution: Retrieved Augmented Generation
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Research Question #1

● Given a topic of interest, analysts are particularly interested in retrieving the top 

trending keywords related to it and then use them to annotate the most relevant 

document elements (e.g., text paragraphs, images or tables).
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Giuseppe Gallipoli, Simone Papicchio, Lorenzo Vaiani, Luca Cagliero, Arianna Miola and Daniele Borghi. 
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Problems’ statement

Given a set of multi-page financial documents      and a set of facets      describing the 

topics of interest, our purpose is threefold:

1. Keyword generation and description: Generate for each facet               a set of 

keywords               related to     . Next, annotate each keyword       with a free-text 

description                 summarizing its meaning.

1. Captioning of non-textual document elements: Produce textual descriptions of 

multimedia document elements               , where an arbitrary element      in a 

document                can be either an image, a table, or a textual paragraph.

1. Keyword-based content annotation: For each element     , retrieve the keywords 

that are most relevant to     .
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Keyword-based document annotation pipeline
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① Keyword and description generation

② Document pre-processing

③ Document element and keyword description encoding

④ Keyword-based content annotation



Step 1 – Keyword and description generation

● Given a facet name provided by the expert,

we use the LLM to automatically generate

a set of related keywords as well as the corresponding free-text descriptions.

● We explore different settings:

○ Zero-Shot learning – Cold Start: Prompt the LLM with the facet name only.

○ Few-Shot learning – Cold Start: Prompt the LLM with the facet name and examples 

chosen randomly of keywords and their corresponding descriptions.

○ Few-Shot learning – Additional Keyword Recommendation: Prompt the LLM with the facet 

name and examples of facet-related keywords and their corresponding descriptions.
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Step 2 – Document pre-processing

● We extract the following three main elements:

(i) Textual paragraphs, (ii) Visual items, and (iii) Tables.

● Paragraphs and tables are extracted using Azure Document Intelligence service    .

● For visual and textual content extraction, we face the following challenges:

○ Slide extraction: Slides are unsuitable for text and image extraction using standard tools.

To address this issue, we train a CNN classifier to detect if the current page is a slide.

In this case, we generate a textual explanation of the slide content using GPT-4 Vision    .

○ Paragraph length: We filter out extracted textual elements consisting of less than 4 words.

○ Redundant table content: We filter out duplicated text between tables and paragraphs.

○ Irrelevant images: We filter out irrelevant visual items using some heuristics.
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Example
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● Dataset: ICT Risk Analysis

● Facet: cyber risk

● Reference description: “It refers to the potential risks or threats to an organization arising 

from relationships with third parties, such as suppliers, business partners or external [...]”

● Generated description: It is the risk that arises from the use of third-party vendors, 

suppliers, or partners that provide goods or services to an organization. Third-party [...]”

● Document element: “The image presents [...] in the context of retail banking leaders.

[...] security providers aim to protect company, payment, card, and consumer data

[...] the importance of various data privacy and security [...]”

● Target keywords : third-party risk, regulation

● Assigned keywords: third-party risk, regulation, compliance

● Keyword: third-party risk



Dataset  &  Evaluation Metrics

● Business Units provided the following three datasets:

○ ICT Risk Analysis: 11 documents, annotated with 2 facets and 25 keywords.

It contains 991 textual elements, 13 images, and 15 tables.

○ Trend Analysis: 4 documents, annotated with 1 facet and 12 keywords.

It contains 69 images (mostly presentation slides).

○ Innovation Analysis: 3 documents, annotated with 3 facets 12 and 19 keywords. It

contains 82 textual elements, 32 images, and 18 tables.

To evaluate the efficacy of our pipeline, we employ the following metrics:

● Keyword and description generation:

○ ROUGE-1/2/L F1-score (R1/2/L)

○ BERTScore F1-score (BS)
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● Document element annotation:

○ Precision at K (P@K)

○ Recall at K (R@K)

○ Mean Reciprocal Rank (MRR)



○ Keyword generation: open-source LLMs are highly competitive.

○ Keyword description generation: GPT-4 performance is superior to that 

of open-source models (Llama2, Camoscio) for both languages.

○ Better performance on English than Italian texts for both LLMs.

○ Prompting LLMs with few examples is beneficial for both subtasks.

○ Human evaluation of keyword descriptions involving domain experts. 

Results are satisfactory and coherent with quantitative metrics.

Research Question #1 - Keyword and description generation results

Keyword generation for varying    . English language.
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● Dataset: ICT Risk Analysis

Human evaluation of keyword descriptions.

Keyword description generation.



○ Best performance achieved by textual semantic similarity

based on contextual embeddings and LLM prompting.

○ Similarity based on OpenAI embeddings performs best.

○ While increasing the number      of retrieved keywords,

precision decreases whereas recall increases.

Research Question #1 – Document Annotation Results
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Mean Reciprocal Ranks.



Research Question #2

● To gain insights into rapidly evolving, complex topics, TRA analysts are interested in 

posing natural language questions on VRD content and generate query-driven 

summarized answers. 
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Query-driven Summarization of Visually Rich Documentsto support Trend and Risk Analysis in Banking. 
Giuseppe Gallipoli, Simone Papicchio, Lorenzo Vaiani, Luca Cagliero, Arianna Miola and Daniele Borghi. 
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Integrated RAG systems
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Keyword-based (as in Use Case 1)



Integrated RAG systems
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Question-based



Integrated RAG systems
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Paragraph-based



Research Question #2 – Main results
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• The summarization performance on VRDs 
such as Trend documents are comparable 

to those obtained on more traditional 

document types such as Innovation and 
Risk.

• The open-source LLM Llama3-Instruct 
achieves performance comparable to 

those of the proprietary GPT-4o model on 

English-written Innovation and Risk 
documents whereas the gap in 

performance between commercial tools 
and open-source solutions is still significant 

on Italian documents.

• The Keyword-driven element retrieval 
strategy achieves retrieval performance 

superior to paragraph- and question-based 
ones.



Research Question #3

● Given a question, the RAG system returns (1) The retrieved elements (i.e., the 

passages), (2) The answer (in plain text), and (3) A separate query-driven summary. 

● Which outputs should the TRA analyst inspect (first)? To what extent are the outputs 

different?
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Experimental design

3



Research Question #3 - Main results

● The answers provided by Classical RAG to TRA-related questions are inherently 

redundant, calling for ad hoc summarization strategies. 

● While proprietary LLMs (GPT4o) excel at generating concise summaries of the 

retrieved passages, the level of synthesis of open-source models (including LLMs) 

is, in general, not satisfactory. 

● Cascading RAGs with summarization modules (regardless of the approach used) 

is not beneficial.
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Thank you for your attention!
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